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86 The Cognitive Neuroscience of Moral 
Judgment and Decision Making

JOSHUA D. GREENE

ABSTRACT This article reviews recent advances in the cognitive 
neuroscience of moral judgment and behavior. This field is 
conceived, not as the study of a distinct set of neural func-
tions, but as an attempt to understand how the brain’s  
core neural systems coordinate to solve problems that we 
define, for nonneuroscientific reasons, as “moral.” These 
systems enable the representation of value, cognitive control, 
the imagination of distal events, and the representation of 
mental states. Research examines the brains of morally patho-
logical individuals, the responses of healthy brains to proto-
typically immoral actions, and the brain’s responses to more 
complex moral problems such as philosophical and economic 
dilemmas.

Cognitive neuroscience aims to understand the mind 
in physical terms. This endeavor assumes that the mind 
can be understood in physical terms, and, insofar as it 
is successful, validates that assumption. Against this 
philosophical backdrop, the cognitive neuroscience of 
moral judgment takes on special significance. Moral 
judgment is, for many, the quintessential operation of 
the mind beyond the body, the earthly signature of the 
soul (Greene, 2011). (In many religious traditions it is, 
after all, the quality of a soul’s moral judgment that 
determines where it ends up.) Thus, the prospect of 
understanding moral judgment in physical terms is 
especially alluring, or unsettling, depending on your 
point of view. In this brief review I provide a progress 
report on our attempts to understand how the human 
brain makes moral judgments and decisions.

The paradox of the “moral brain”

The fundamental problem with the “moral brain” is 
that it threatens to take over the entire brain, and thus 
cease to be a meaningful neuroscientific topic. This is 
not because morality is meaningless, but rather because 
neuroscience is centrally concerned with physical 
mechanisms, and it’s increasingly clear that morality 
has few, if any, neural mechanisms of its own (Greene 
& Haidt, 2002; Parkinson et al., 2011; Young & Dungan, 
2012).

By way of analogy, consider the concept of a vehicle. 
Motorcycles and sailboats are vehicles. Lawnmowers 

and kites are not. But, mechanically speaking, motor-
cycles have more in common with (gas-powered) lawn-
mowers than with sailboats, and sailboats operate more 
like kites than motorcycles. This doesn’t mean that the 
concept of a vehicle is meaningless. Rather, the world’s 
vehicles are united, not by their internal mechanisms, 
but at a more abstract, functional level. So, too, with 
morality. More specifically, I (Greene, 2013), like many 
others (Darwin, 1871/2004; Frank, 1988; Gintis, Bowles, 
Boyd, & Fehr, 2005; Haidt, 2012), believe that morality 
is a suite of cognitive mechanisms that enable otherwise 
selfish individuals to reap the benefits of cooperation. 
That is, we have psychological features that are straight-
forwardly moral (such as empathy, righteous indigna-
tion, and an aversion to harming innocent people) and 
others that are not (such as gossip, embarrassment, 
vengefulness, and ingroup favoritism) because they 
enable us to achieve goals that we can’t achieve through 
collective selfishness. I won’t defend this controversial 
thesis here. Instead, my point is that if this unified 
theory of morality is correct, it doesn’t bode well for a 
unified theory of moral neuroscience. What’s more, as 
we’ll see, the data increasingly bear out this skepticism. 
In the early days of moral neuroscience, it was thought, 
perhaps not unreasonably, that one might isolate the 
distinctive neural mechanisms of moral thought (Moll, 
Eslinger, & Oliveira-Souza, 2001) and that the human 
brain might house a dedicated “moral organ” (Hauser, 
2006). These views, however, are no longer tenable. It’s 
now clear that the “moral brain” is, more or less, the 
whole brain, applying its computational powers to prob-
lems that we, on nonneuroscientific grounds, identify 
as “moral.”

Understanding this is, itself, a kind of progress, but 
it leaves the cognitive neuroscience of morality—and 
the author of a chapter that would summarize it—in an 
awkward position. To truly understand the neurosci-
ence of morality, we must understand the many neural 
systems that shape moral thinking, none of which, so 
far, appears to be specifically moral. These include 
systems that enable the representation of value and  
that motivate its pursuit (Knutson, Taylor, Kaufman, 
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Peterson & Glover, 2005; Pessoa, 2010; Rangel, Camerer, 
& Montague, 2008; Schultz, Dayan, & Montague, 1997), 
systems that orchestrate thought and action in accor-
dance with internal goals (Miller & Cohen, 2001), 
systems that enable the imagination of complex distal 
events (Buckner, Andrews-Hanna, & Schacter, 2008; 
Raichle et al., 2001), and systems that enable the rep-
resentation of people’s hidden mental states (Frith & 
Frith, 2006; Mitchell, 2009), among others. In short, if 
you want to understand the neuroscience of morality, 
you might start by working your way through this 
weighty volume.

Of course, some neuroscientific topics bear more 
directly on morality than others, as indicated by my 
nonrandom list of relevant neural systems. This sug-
gests that the present task isn’t hopeless, that we can 
make some useful generalizations about the cognitive 
neuroscience of morality, even while acknowledging 
that the moral brain is not a distinct entity. This field, 
properly understood, will not isolate and describe the 
mechanisms essential for morality while the rest of cog-
nitive neuroscience goes about its business. Instead, it 
provides a set of useful entry points into the broader 
problems of complex cognition and decision making 
(cf. Buckholtz & Meyer-Lindenberg, 2012, for a parallel 
view of psychopathology). More specifically, we can 
study the brains of people who reliably commit basic 
moral transgressions, the reactions of healthy brains to 
such transgressions, and the ways in which our brains 
handle more complex moral problems. Along the way 
we’ll encounter some recurring themes that point the 
way toward a more encompassing account of moral, and 
nonmoral, cognition.

Bad brains

In the 1990s, Damasio and colleagues published a series 
of path-breaking studies of decision making in patients 
with damage to ventromedial prefrontal cortex 
(VMPFC), one of the regions damaged in the famous 
case of Phineas Gage (Damasio, 1994). VMPFC patients 
were mysterious because their real-life decision making 
was clearly impaired, but their deficits typically evaded 
detection using standard neurological measures of 
executive function (Saver & Damasio, 1991) and moral 
reasoning (Anderson, Bechara, Damasio, Tranel, & 
Damasio, 1999). Using a game designed to simulate 
real-world risky decision making (the Iowa Gambling 
Task), Bechara, Tranel, Damasio, and Damasio (1996) 
documented these behavioral deficits and demon-
strated, using autonomic measures, that these deficits 
are emotional. It seems that such patients make poor 

decisions because they are unable to generate the feel-
ings that guide adaptive decision making in healthy 
individuals. These early studies, while identifying a key 
biological substrate for moral choice, also underscore 
the critical role of learning in moral development. Late-
onset VMPFC damage typically results in poor decision 
making and a deterioration of “moral character” 
(Damasio, 1994), but children with early-onset VMPFC 
damage are likely to develop into “sociopathic” adults 
who, in addition to being reckless and irresponsible,  
are duplicitous, aggressive, and strikingly lacking in 
empathy (Anderson et al., 1999; Grattan & Eslinger, 
1992).

Studies of psychopaths and other individuals with 
antisocial personality disorder (APD) underscore the 
importance of emotion in moral decision making. APD 
is a catch-all diagnosis for individuals whose behavior is 
unusually antisocial. Psychopathy, in contrast, is a more 
specific, somewhat heritable disorder (Viding, Blair, 
Moffitt, & Plomin, 2005) whereby individuals exhibit a 
pathological degree of callousness, lack of empathy or 
emotional depth, and lack of genuine remorse for their 
antisocial actions (Hare, 1991). Psychopaths tend to 
engage in instrumental aggression, while other indi-
viduals with APD are characterized by reactive aggres-
sion (Blair, 2001).

Psychopathy is characterized by profound but selec-
tive emotional deficits. Psychopaths exhibit normal 
electrodermal responses to threat cues (e.g., a picture 
of shark’s open mouth), but reduced responses to dis-
tress cues (e.g., a picture of a crying child; Blair, 
Jones, Clark, & Smith, 1997). In a classic study, Blair 
(1995) provided evidence that psychopaths fail to dis-
tinguish between rules that authorities cannot legiti-
mately change (“moral” rules, e.g., a classroom rule 
against hitting) from rules that authorities can legiti-
mately change (“conventional” rules, e.g., a rule pro-
hibiting talking out of turn). According to Blair, 
psychopaths see all rules as mere rules because they 
lack the emotional responses that lead ordinary 
people to imbue moral rules with genuine, authority-
independent moral legitimacy. While this is consistent 
with what is generally known about psychopathic psy-
chology, a more recent study challenges the original 
finding that psychopaths do not draw the moral/con-
ventional distinction (Aharoni, Sinnott-Armstrong, & 
Kiehl, 2012).

Studies of psychopathy and APD implicate a wide 
range of brain regions including the insula, posterior 
cingulate cortex, parahippocampal gyrus, and superior 
temporal gyrus (Kiehl, 2006; Raine & Yang, 2006). 
However, as emphasized by Blair (2007), two intercon-
nected structures take center stage: the amygdala and 
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the VMPFC. These regions, along with subregions of 
subgenual anterior cingulate cortex and lateral pre-
frontal cortex, form a network that is essential for gen-
erating and regulating responses to salient stimuli 
(Pessoa, 2010). Blair (2007) has proposed that psychop-
athy arises primarily from amygdala dysfunction, which 
is crucial for stimulus-reinforcement learning (Davis & 
Whalen, 2001) and thus for normal moral socialization 
(Oxford, Cavell, & Hughs, 2003). In psychopaths (or 
individuals with psychopathic traits) the amygdala 
exhibits weaker responses to fearful faces (Marsh et al., 
2008), to emotional words (Kiehl et al., 2001), to pic-
tures indicating moral violations (Harenski, Harenski, 
Shane, & Kiehl, 2010; Harenski, Kim, & Hamann, 
2009), and to dilemmas involving harmful actions 
(Glenn, Raine, & Schug, 2009). As noted above, the 
amygdala operates in tight conjunction with the VMPFC, 
and, consistent with this, psychopathic individuals also 
exhibit reduced VMPFC responses to morally salient 
stimuli (Harenski et al., 2010). Beyond the amygdala-
VMPFC circuit, psychopaths also exhibit hypoactivity in 
the default mode network (DMN; Buckner et al., 2008; 
Raichle et al., 2001) during moral judgment (Pujol  
et al., 2012), consistent with this network’s heightened 
response to emotionally engaging moral dilemmas in 
healthy people (Greene et al., 2001). (Note that some 
of the participants in this study failed to meet standard 
criteria for psychopathy. See Schaich Borg & Sinnott-
Armstrong, 2013.)

Psychopaths, in addition to their weak affective 
responses to harm, are known for their impulsive behav-
ior (Hare, 1991). The VMPFC serves as part of the 
frontostriatal pathway, responsible for representing the 
values of outcomes and actions based on past experi-
ence (Knutson et al., 2005; Rangel et al., 2008). Indi-
viduals with psychopathic traits (specifically, impulsive 
antisocial behavior) exhibit heightened responses to 
reward within this system (Buckholtz et al., 2010) along 
with increased striatal volume (Glenn, Raine, Yaralian, 
& Yang, 2010). Finally, their emotional deficits may 
sometimes cause them to rely more heavily on explicit 
reasoning, dependent on the frontoparietal control 
network (Glenn, Raine, Schug, Young & Hauser, 2009; 
Koenigs, Kruepke, Zeier, & Newman, 2012). Thus, 
while the origins of psychopathy may lie in one or more 
discrete neural abnormalities, their influence is felt 
throughout the brain.

Good brains

Studies of healthy individuals responding to moral 
transgressions are generally consistent with studies of 

psychopaths and others with APD. They, too, highlight 
the importance of the amygdala and VMPFC (Blair, 
2007; Decety & Porges, 2011; Heekeren et al., 2005; 
Moll et al., 2002; Schaich Borg et al., 2006;) and confirm 
the importance of these structures in moral develop-
ment (Decety, Michalska, & Kinzler, 2012). For reasons 
explained below, studies of moral judgment employing 
text-based narrative stimuli tend to implicate the entire 
DMN. Several studies highlight the importance of the 
insula in representing the aversiveness of moral trans-
gressions (Baumgartner, Fischbacher, Feierabend, Lutz, 
& Fehr, 2009; Decety, Michalska, & Kinzler, 2012; 
Greene, Nystrom, Engell, Darley, & Cohen, 2004; 
Schaich Borg, Lieberman, & Kiehl, 2008; Schaich Borg, 
Sinnott-Armstrong, Calhoun, & Kiehl, 2011). Others 
indicate that the representation of moral value, like 
other forms of value, depends on the brain’s domain-
general valuation mechanisms enabled by the frontos-
triatal pathway (Decety & Porges, 2011; Moll et al., 
2006; Shenhav & Greene, 2010).

One of the most basic distinctions in moral evalua-
tion is between intentional and accidental harm. (As 
Oliver Wendell Holmes Jr. famously observed, even a 
dog knows the difference between being tripped over 
and being kicked.) Young, Saxe, and colleagues have 
conducted a series of studies examining how the brain 
represents and applies this distinction in the context of 
moral judgment. Their work highlights the importance 
of the temporoparietal junction (TPJ) along with other 
DMN regions, which are widely implicated in ToM men-
talizing (Frith & Frith, 2006; Mitchell, 2009). The TPJ 
is especially sensitive to attempted harms (Koster-Hale, 
Saxe, Dungan, & Young, 2013; Young, Cushman, 
Hauser, & Saxe, 2007), which are wrong because of the 
agent’s mental state, not the action’s outcome. Disrupt-
ing TPJ activity results in a child-like (Piaget, 1965), “no 
harm no foul” pattern of judgment in which attempted 
harms are judged less harshly (Young, Camprodon, 
Hauser, Pascual-Leone, & Saxe, 2010). We see the same 
pattern in patients with VMPFC damage (Young, 
Bechara et al., 2010) and split-brain patients (Miller et 
al., 2010), indicating that the use of mental-state infor-
mation in moral judgment depends, at least in part, on 
translating this information into an affective signal and 
on the integration of information across the cerebral 
hemispheres. Individuals with high-functioning autism 
exhibit a complementary pattern, “if harm, then foul,” 
judging accidental harms unusually harshly (Moran  
et al., 2011). Accidental harms appear to set up a 
tension between outcome-based and intention-based 
harm. Consistent with this, such harms preferentially 
engage the frontoparietal control network (Miller & 
Cohen, 2001).
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Puzzled brains

We’ve considered the two most straightforward entry 
points into moral neuroscience: the unhealthy brains 
of people who act badly and the healthy brain’s 
responses to protoypically bad acts. A third approach 
begins with moral dilemmas. Moral dilemmas are 
useful, not because they reflect everyday moral experi-
ence, but because dilemmas, by their nature, pit com-
peting processes against one another. They are 
high-contrast stimuli, analogous to the flashing check-
erboards of vision scientists, and thus especially useful 
for revealing cognitive structure (Cushman & Greene, 
2012).

The research described above emphasizes the role 
of emotion in moral judgment (Haidt, 2001), while 
traditional theories of moral development emphasize 
the role of controlled cognition (Kohlberg, 1969; 
Turiel, 2006). I and others have developed a dual-pro-
cess (Chaiken & Trope, 1999; Kahneman, 2003) 
theory of moral judgment that synthesizes these per-
spectives (Greene et al., 2001; Greene, 2007, 2013). 
According to this theory, both intuitive emotional 
responses and more controlled cognitive responses 
play crucial and, in some cases, competing roles. 
More specifically, this theory associates controlled cog-
nition with utilitarian (or consequentialist) moral 
judgment aimed at promoting the “greater good” 
(Mill, 1861/1998) while associating automatic emo-
tional responses with competing deontological judg-
ments that are naturally justified in terms of rights or 
duties (Kant, 1785/1959).

We developed this theory in response to a long- 
standing philosophical puzzle known as the Trolley 
Problem (Foot, 1978; Thomson, 1985). In one version, 
which I’ll call the switch case, one can save five people 
who are mortally threatened by a runaway trolley by 
hitting a switch. This will turn the trolley onto a side 
track, where it will run over and kill only one person 
instead. Here, most people approve of diverting the 
trolley (Petrinovich, O’Neill, & Jorgensen, 1993), a 
characteristically utilitarian judgment favoring the 
greater good. In the contrasting footbridge dilemma, a 
runaway trolley once again threatens five people. The 
only way to save the five is to push a large person off a 
footbridge and into the trolley’s path, stopping the 
trolley but killing the person pushed. (Yes, this will 
work, and, no, you can’t stop the trolley yourself.) Here, 
most people say that it’s wrong to trade one life for five, 
consistent with the deontological perspective favoring 
the rights of the individual over the greater good. The 
question: why do people typically say “yes” to hitting the 
switch, but “no” to pushing?

We hypothesized that this pattern of judgment reflects 
the outputs of distinct and (in some cases) competing 
neural systems (Greene et al., 2001). The more  “per-
sonal”1 harmful action in the footbridge case, pushing 
the man off the footbridge, triggers a relatively strong 
negative emotional response, while the relatively imper-
sonal harmful action in the switch case does not. This 
predicts increased activity in emotion-related brain 
regions in response to “personal” dilemmas, such as the 
footbridge case, as compared to “impersonal” dilemmas, 
such as the switch case.

This emotional response can explain why people say 
“no” to pushing the man off the footbridge. But why do 
people say “yes” to hitting the switch? The answer seems 
obvious enough: hitting the switch saves more lives. We 
hypothesized that this utilitarian response depends on 
explicit cost-benefit reasoning enabled by the frontopa-
rietal control network (Miller & Cohen, 2001), includ-
ing the DLPFC. Thus, we predicted increased DLPFC 
activity in response to “impersonal” dilemmas, such as 
the switch case, in which this controlled response tends 
to dominate. Likewise, we predicted increased DLPFC 
activity when people override a negative emotional 
response in making a utilitarian judgment, as when 
people say “yes” to the footbridge dilemma.

We first tested this theory using functional MRI 
(fMRI; Greene et al., 2001), contrasting a (rather het-
erogeneous) set of “personal” dilemmas with a set of 
(even more heterogeneous) “impersonal” dilemmas. 
(More recent studies have been better controlled, 
focusing on differing responses to “high-conflict” dilem-
mas such as the footbridge case.) We found that the “per-
sonal” dilemmas elicited increased activity in what is 
now known as the DMN (Buckner et al., 2008; Raichle 
et al., 2001), including large portions of medial pre-
frontal cortex, medial parietal cortex, and the TPJ, all 
of which had been previously associated with emotion 
(e.g., Maddock, 1999). In contrast, the “impersonal” 
dilemmas elicited relatively greater activity in the fron-
toparietal control network. Also as predicted, our 
second fMRI experiment (Greene et al., 2004) found 
increased DLPFC activity for utilitarian judgment and 
increased amygdala activity for “personal” dilemmas. 
These results provided initial support for the dual-pro-
cess theory, which has been both supported and  
refined by subsequent research using a broad range of 
methods.

1The personal/impersonal distinction (Greene et al., 2001) 
has been revised (Greene et al., 2009) since it was originally 
introduced. For present purposes, one can think of “personal” 
harms as ones in which the agent actively and intentionally 
harms the victim using the direct force of his or her muscles.
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In retrospect, the DMN’s response to “personal” 
dilemmas is best interpreted as related to increased emo-
tional engagement, but not as its proper neural sub-
strate. The DMN is active when people are doing 
nothing in particular (hence “default”) and is most reli-
ably engaged by attention to nonpresent events, as in 
remembering the past, imaging the future, thinking 
about contents of other minds, and imaging hypotheti-
cal possibilities (Buckner et al., 2008; DeBrigard, Addis, 
Ford, Schacter, & Giovanello, 2013). Thus, if “personal” 
dilemmas preferentially engage the DMN, it’s probably 
not because DMN activity reflects emotional engage-
ment per se. Rather, it’s because “personal” dilemmas 
make for especially gripping mental television, which 
may be both a cause and a consequence of their emo-
tional salience. Consistent with this hypothesis, Amit 
and Greene (2012) found that individuals with more 
visual cognitive styles tend to make fewer utilitarian 
judgments in response to high-conflict personal dilem-
mas and that disrupting visual imagery while  
contemplating these dilemmas increases utilitarian 
judgment.

More direct evidence for the dual-process theory 
comes from studies of patients with emotion-related 
deficits. Mendez, Anderson, and Shapira (2005) found 
that patients with frontotemporal dementia, who are 
known for their “emotional blunting,” were dispropor-
tionately likely to approve of the utilitarian action in the 
footbridge dilemma. Likewise, patients with VMPFC 
lesions make up to five times as many utilitarian judg-
ments in response to standard high-conflict dilemmas 
(Ciaramelli, Muccioli, Ladavas, & di Pellegrino, 2007; 
Koenigs et al., 2007) and in response to dilemmas 
pitting familial duty against the greater good (e.g., your 
sister vs. five strangers; Thomas, Croft, & Tranel, 2011). 
VMPFC patients also exhibit correspondingly weak 
physiological responses when making such judgments 
(Moretto, Ladàvas, Mattioli, & di Pellegrino, 2010), and 
healthy people who are more physiologically reactive 
are less utilitarian (Cushman, Murray, Gordon-Mckeon, 
Wharton, & Greene, 2012). Low-anxiety psychopaths 
(Koenigs et al., 2012) and people with high levels of 
testosterone (Carney & Mason, 2010), which is associ-
ated with a higher tolerance for stress, tend to make 
more utilitarian judgments, as do people with alexi-
thymia (Koven, 2011), a condition that reduces aware-
ness of one’s own emotional states. Here, the VMPFC 
seems to respond specifically to harmful behavior that 
is active and also intentional, rather than merely fore-
seen (Schaich Borg et al., 2006).

Other studies highlight the role of the amygdala.  
As noted above, individuals with psychopathic traits 
exhibit reduced amygdala responses to personal moral 

dilemmas (Glenn, Raine, & Schug, 2009). In healthy 
people, amygdala activity tracks self-reported emotional 
responses to harmful transgressions and predicts deon-
tological judgments in response to them (Shenhav & 
Greene, 2013). Studies employing pharmacological 
interventions paint a consistent picture. Citalopram—a 
selective serotonin-reuptake inhibitor (SSRI) that, in 
the short-term, increases emotional reactivity through 
its influence on the amygdala and VMPFC, among 
other regions—increases deontological judgment 
(Crockett, Clark, Hauser, & Robbins, 2010). By contrast,  
lorazepam, an anti-anxiety drug, has the opposite effect 
(Perkins et al., 2012). Consistent with the effects of 
citalopram, variation in the serotonin transporter (5-
HTTLPR) genotype (S alleles) predicts deontological 
judgment, but in response dilemmas in which the harm 
is a foreseen side effect (Marsh et al., 2011).

Most of the evidence linking controlled cognition to 
utilitarian judgment comes from behavioral studies 
beyond the scope of this chapter (e.g., Greene et al., 
2008; Paxton, Ungar, & Greene, 2012). However, a few 
neuroscientific studies, in addition to those described 
above (Greene et al., 2001, 2004), provide further evi-
dence. Sarlo et al. (2012) examined the temporal 
dynamics of moral judgment using EEG and found a 
pattern consistent with the results of Greene et al. 
(2001, 2004). Here, footbridge-like dilemmas produced a 
stronger early neural response (P260) in regions con-
sistent with VMPFC activity, while switch-like dilemmas 
elicited more utilitarian responses and a more pro-
nounced later component consistent with the engage-
ment of the frontoparietal control network. Also 
consistent with this, activity in the frontoparietal control 
network is associated with rejecting the deontological 
distinction between harmful acts and harmful omis-
sions (Cushman et al., 2012). (See also Schaich Borg  
et al., 2006.) Likewise, VMPFC patients who tend to give 
more utilitarian responses are thought to do so because 
their capacity for explicit, cost-benefit reasoning 
remains intact (Koenigs et al., 2007).

A recent study (Shenhav & Greene, 2013) helps dif-
ferentiate the functions of the amygdala and VMPFC in 
moral judgment. As noted above, amygdala signal tracks 
with self-reports of negative emotional responses to 
harmful actions and predicts deontological condemna-
tion of those actions. The VMPFC, however, does not. 
Instead, the VMPFC is most active when people have to 
make “all things considered” judgments, as compared 
to simply reporting on emotional reactions or utilitar-
ian considerations. This suggests that the amygdala gen-
erates an initial negative response to personally harmful 
actions (consistent with Glenn, Raine, & Schug,  
2009), while the VMPFC weighs that signal against a 
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competing signal reflecting the utilitarian advantages of 
committing the harmful act. This is consistent with an 
evolving understanding of the VMPFC as a domain-
general integrator of decision weights (Rangel & Hare, 
2010). However, this leaves us with a puzzle: if the 
VMPFC is acting as a neutral broker among competing 
decision weights, then why does VMPFC damage so reli-
ably increase utilitarian judgment? Our hypothesis is 
that the frontoparietal control network’s explicit utili-
tarian reasoning can influence behavior independent 
of the VMPFC, while the amygdala’s competing deon-
tological signal requires the VMPFC’s integration, at 
least when competing utilitarian considerations are in 
play. Thus, if this is correct, VMPFC damage favors 
utilitarian judgment, not by damaging a region with 
inherent deontological tendencies, but by damaging a 
pathway that is necessary for deontological judgment, 
but not utilitarian judgment, to prevail.

This integrative role for the VMPFC is consistent with 
its role in integrating other kinds of morally relevant 
information. Shenhav and Greene (2010) examined 
people’s responses to dilemmas in which failing to save 
one person can allow one to save a group of others. We 
varied the size of the group and the probability of saving 
them. We found that neural sensitivity to the magnitude 
of the outcome (group size) in the ventral striatum 
predicts behavioral sensitivity to this variable, and we 
observed a parallel effect for outcome probability in the 
insula. The VMPFC, by contrast, responded to the inter-
action of these two variables, reflecting the probability-
discounted magnitude of the moral consequences. In 
other words, the VMPFC represents “expected moral 
value,” just as it represents expected value in self-inter-
ested economic decision making (Knutson et al., 2005). 
Thus, once again, we see a domain-general system—
here, the frontostriatal pathway—operating in the 
context of moral judgment. This system evolved in 
mammals to value goods that tend to exhibit diminish-
ing marginal returns. This may explain our puzzling 
(and highly consequential) tendency to regard the 
saving of human lives as exhibiting diminishing mar-
ginal returns, as if the hundredth life saved is somehow 
worth less than the first.

In an important theoretical development, Cushman 
(2013) and Crockett (2013) have proposed that the 
dissociation between deontological and utilitarian/
consequentialist judgment reflects a more general dis-
sociation between model-free and model-based learn-
ing systems (Daw & Doya, 2006). Model-free learning 
mechanisms assign values to actions intrinsically based 
on past experience, while model-based learning mech-
anisms attach values to actions based on internal 
models of causal relations in the world. Thus, an action 

may seem intrinsically wrong because past experience 
has associated actions of that type (e.g., pushing 
people) with negative consequences (e.g., social disap-
proval), and yet the same action may seem right 
because it will, according to one’s world-model, 
produce optimal consequences (saving five lives instead 
of one). Thus, the fundamental tension in normative 
ethics, reflected in the competing philosophies of Kant 
and Mill, may find its origins in a competition between 
distinct, domain-general mechanisms for assigning 
values to actions.

Cooperative brains

Research on altruism and cooperation does not always 
fall under the heading of “morality,” but it could not be 
more central to our understanding of the moral brain. 
The most basic question about the cognitive neurosci-
ence of altruism and cooperation is this: what neural 
processes enable and motivate people to be “nice”—
that is, to pay costs to benefit others?

Consistent with our evolving story, the value of 
helping others, both in unidirectional altruism and 
bidirectional cooperation, is represented in the fronto-
striatal pathway. Activity in this pathway tracks the value 
of charitable contributions (Moll et al., 2006; Hare  
et al., 2010), sharing resources with other individuals 
(Zaki & Mitchell, 2011), and cooperation (Rilling et al., 
2007), maximizing benefits delivered by a distribution 
of resource (i.e., “efficiency”), and optimizing the sub-
jective tradeoff between efficiency and equality (Hsu, 
Anen, & Quartz, 2008). Likewise, this pathway tracks 
the value of punishing individuals who are insufficiently 
“nice” (de Quervain et al., 2004; Singer et al., 2006). As 
above, the DMN has a hand in altruism as well. TPJ 
volume (Morishima, Schunk, Bruhin, Ruff, & Fehr, 
2012) and medial PFC activity (Rilling et al., 2007; 
Waytz, Zaki, & Mitchell, 2012) both predict altruistic 
behavior.

Thus, the brain uses its endogenous carrots—reward 
signals—to motivate cooperative behavior. It also uses 
its sticks—negative affective responses to uncooperative 
behavior. Activity in the insula, known for its role in the 
representation of somatic states and the awareness of 
feelings (Craig, 2009), scales with the magnitude of the 
unfairness in unfair Ultimatum Game offers (Sanfey, 
Rilling, Aronson, Nystrom, & Cohen, 2003), predicts 
aversion to inequality in the distribution of resources 
(Hsu et al., 2008), and predicts egalitarian behavior and 
attitudes (Dawes et al., 2012). The insula and the  
amygdala both respond to the punishment of well-
behaved people (Singer, Kiebel, Winston, Dolan, & 
Frith, 2004).
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The dual-process tension between automatic and 
controlled processes is observed in a range of morally 
laden economic choices. Accepting unfair Ultimatum 
Game offers, despite their distastefulness, is associated 
with increased activity in the frontoparietal control 
network (Sanfey et al., 2003; Tabibnia, Satpute, & 
Lieberman, 2008). Perhaps surprisingly, VMPFC 
damage leads to increased rejection of unfair offers 
(Koenigs & Tranel, 2007). (Consistent with this, psycho-
paths do the same; Koenigs, Kruepke, & Newman, 
2010.) This may be because the VMPFC integrates 
signals responding both to unfairness and material gain 
(which compete in the Ultimatum Game) and because, 
in the absence of such signals, one applies a reciprocity 
rule. In a study of dishonesty, Greene and Paxton 
(2009) gave people repeated opportunities to gain 
money by lying about their accuracy in predicting the 
outcomes of coin-flips. Consistently honest subjects 
appeared to be “gracefully” honest, exhibiting no addi-
tional engagement of the frontoparietal control network 
in forgoing dishonest gains. By contrast, subjects who 
behaved dishonestly (as indicated by improbably high 
self-reported accuracy) exhibited increased control-
related activity, both when lying and when refraining 
from lying. A follow-up study (Abe & Greene, 2013) 
traces these behavioral differences to response charac-
teristics of the frontostriatal pathway. Baumgartner  
et al. (2009) describe a similar dual-process dynamic, in 
which breaking promises involves increased engage-
ment of the amygdala and the frontoparietal control 
network. (For a behavioral approach to dual-process 
cooperation, also see Rand, Greene, & Nowak, 2012.)

Cooperation depends on trust, which in turn requires 
evaluating individuals (Delgado, Frank, & Phelps, 2005; 
Singer et al., 2004) and groups (Phelps et al., 2000) as 
potential cooperation partners. Oxytocin, a neuropep-
tide known for its role in social attachment and affilia-
tion in mammals (Insel & Young, 2001) appears to be 
important for both kinds of decisions. Intranasal admin-
istration of oxytocin increases investment in a “trust 
game” (Kosfeld, Heinrichs, Zak, Fischbacher, & Fehr, 
2005), but also biases judgment and behavior toward 
ingroup members and against outgroup members (de 
Dreu et al., 2010; de Dreu, Greer, Van Kleef, Shalvi, & 
Handgraaf, 2011). Likewise, genetic variants associated 
with oxytocin are associated with increased prosocial 
behavior, particularly when the world is seen as threat-
ening (Poulin, Holman, & Buffone, 2012).

From an evolutionary perspective, the double-edged 
sword of human morality comes as no surprise. Morality 
evolved, not as device for universal cooperation, but as 
a competitive weapon, as a system for turning Me into 
Us, which in turn enables Us to outcompete Them. 

Morality’s dark, tribalistic side is powerful, but there’s 
no reason why it must prevail. The flexible thinking 
enabled by our enlarged prefrontal cortices may enable 
us to retain the best of our moral impulses while tran-
scending their inherent limitations (Greene, 2013; 
Pinker, 2011).

Looking back, and ahead

How does the moral brain work? Answer: exactly the 
way you’d expect it to work if you understand (1) which 
cognitive functions morality requires and (2) which 
cognitive functions are performed by the brain’s core 
neural systems. On the one hand, this means that 
morality has no proprietary neural territory of its own. 
On the other hand, it means that the cognitive neuro-
science of morality, beginning with the entry points 
described above, can teach important lessons about 
how the brain’s core neural systems interact to solve 
complex problems.

From its inception, cognitive neuroscience has 
focused on structure-function relationships. We have a 
general understanding of what various neural struc-
tures do, but when it comes to complex cognition, we’re 
mostly blind to the specific information content shut-
tled about the brain. We know, for example, that the 
thought of pushing someone off a footbridge pushes 
our emotional buttons, but we know almost nothing 
about how we think such thoughts in the first place. 
However, with the advent of multivariate analysis 
methods (Kriegeskorte, Goebel, & Bandettini, 2006; 
Norman, Polyn, Detre, & Haxby, 2006), we may finally 
be ready to understand how the brain encodes and 
manipulates the contents of thoughts. When we finally 
do, we will learn a lot more about morality—and every-
thing else.
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